The practice of medicine has changed dramatically of late, and one reason is the introduction of new technologies such as augmented intelligence (AI). AI’s use has grown exponentially in recent years, but consensus on guiding principles for its development and deployment in health care has yet to emerge, raising questions about which AI systems are appropriate for any given practice.

An open-access peer-reviewed essay published in the *Journal of Medical Systems* presents a framework for developers and users of health care AI—often called artificial intelligence—looking at the issue through multiple lenses, including health equity and the patient-physician relationship.

Making the case for an evidence-based, ethical approach to AI, the authors focused on the quadruple aim: better patient experience, improved population health, lower overall costs and improved work-life satisfaction for physicians and other health professionals.

Learn more about artificial intelligence versus augmented intelligence and the AMA’s other research and advocacy in this vital and emerging area of medical innovation.

**Why AI is so momentous**

Clearly defining roles and responsibilities among developers, health systems and physicians “is central to putting the ethics-evidence-equity framework into practice,” wrote the authors, who developed the framework during their tenure at the AMA.

More to the point, AI could help solve a lot of the issues that have arisen as medical knowledge has grown. One of those has to do with the sheer volume of information that physicians have to assimilate.

“Augmented intelligence is an absolute necessity in the information age,” said Kathleen Blake, MD, MPH, one of the paper’s authors and a senior advisor at the AMA. “AI is not just information in a box.
It is applied in practice to care for real people—your mother, my father, our grandparents, our kids, ourselves.”

“There is no way humanly possible that one person can carry around in their brain and analyze all of that information,” said Dr. Blake, a cardiac electrophysiologist by training. “We used to think we could. Boy, was that wrong.”

The paper suggests physicians and health system leaders must answer three questions in the affirmative when considering deployment of any given health care AI tool.

**Does it work?**

This overarching question is actually comprised of several more specific questions. The first: Does the AI system meet expectations for ethics, evidence and equity? The second: Can it be trusted as safe and effective?

The paper lays out more specific criteria for AI users and AI developers, including:

- Was the AI system developed in response to a clearly defined clinical need identified by physicians?
- Does it address this need?
- Has it been validated analytically and scientifically?

**Does it work for patients?**

Like the first, this second question has many parts. If an AI system has been shown to improve care for a patient population, and if you have the resources and infrastructure to implement it in an ethical and equitable manner, you should ask a number of questions, such as:

- Has it been validated in a population and health care setting that reflects my practice?
- Is continuous performance monitoring in place in my practice to identify and communicate changes in performance to the developer?
- Can it be integrated smoothly into my practice; will it improve care, and will it enhance my relationship with patients?

You might also ask if it has been developed and tested in varying populations to identify hidden biases.
Does it improve health outcomes?

This is perhaps the most important question. There are numerous specific inquiries within it, including:

- Does this AI system demonstrate a positive impact on health outcomes, such as quality of life measures?
- Does it minimize harm to patients?
- Does it add value to the patient-physician relationship?

“For some, the term ‘artificial’ might imply that it is the patient with the condition who is working alone, interacting with the machine,” Dr. Blake said. “What we all know deep in our hearts as people needing care is that we want to be treated as individuals. So, while we don't want to go back to the old days—when none of this tremendous wealth of information could be captured and used—we also don't want to go to the time when no one, no other human being, is working with us to improve our health.”

Learn more about the AMA's commitment to helping physicians harness health care AI in ways that safely and effectively improve patient care.